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Abstract: While considerable evidence suggests that bilateral cochlear im-
plant (CI) users’ sound localization abilities rely primarily on interaural level
difference (ILD) cues, and only secondarily, if at all, on interaural time dif-
ference (ITD) cues, this evidence has largely been indirect. This study used
head-related transfer functions (HRTFs) to independently manipulate ITD
and ILD cues and directly measure their contribution to bilateral CI users’
localization abilities. The results revealed a strong reliance on ILD cues, but
some CI users also made use of ITD cues. The results also suggest a complex
interaction between ITD and ILD cues.
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1. Introduction

Bilateral cochlear implant (CI) users demonstrate a significant bilateral benefit for localization
(e.g., van Hoesel, 2004). Although considerable evidence suggests that this localization benefit
is dominated by interaural level difference (ILD) cues, as opposed to interaural time difference
(ITD) cues (van Hoesel and Tyler, 2003; Schoen et al., 2005; Grantham et al., 2007; Poon et al.,
2009), this evidence has largely been indirect. Some studies have only minimized either the ITD
or the ILD cues rather than completely eliminating them (Schoen et al., 2005; Grantham et al.,
2007). Other studies have measured ITD sensitivity in us and ILD sensitivity in dB (van Hoesel,
2004; Schoen et al., 2005; Poon et al., 2009) rather than using a secondary measure, such as
spatial resolution, that would allow for a direct comparison between the two.

Recently, direct measurements of the relative contribution of ITD and ILD cues were
performed by Seeber and Fastl (2008). They used a single participant’s own head-related trans-
fer function (HRTF), allowing them to create stimuli that contained the ITD cues for one loca-
tion and the ILD cues for a separate location. Consequently, they were able to measure the
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Table 1. Participant information.
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Length of use

Processor (years)

Participant Etiology

(gender, age) (patient report) Left Right Left Right
FF1 (F, 62)* Ototoxic Cochlear Freedom Cochlear Freedom 2 2
FF2 (F, 42) Ototoxic Cochlear Freedom Cochlear Freedom 0.5 0.5
TT1 (M, 42)* Unknown Med-El Tempo+ Med-El Tempo+ 6 6
TT2 (M, 63)* Noise exposure Med-El Tempo+ Med-El Tempo+ 7 7
TT3 (F, 47) Unknown Med-El Tempo+ Med-El Tempo+ 6 6
001 (M, 58) Mumps/Measles Med-El Opus 2 Med-El Opus 2 1 1°
002 (M, 68) Méniere’s Med-El Opus 2 Med-El Opus 2 2 0.5
OT1 (F, 37)* Familial Med-El Opus 2 Med-El Tempo+ 3 5
TO1 (M, 51) Méniere’s Med-El Tempo+ Med-El Opus 2 7 1
TO2 (F, 71) Unknown Med-El Tempo+ Med-El Opus 2 7 3

EL88 J. Acoust. Soc. Am. 127 (3), March 2010

*These participants only participated in the SF and DC ITD+ILD conditions.

°This participant originally was implanted on the right side 3 years before testing, but electrodes
started turning on and off unpredictably within 3 months, and the device was replaced approximately
1 year before testing.

availability of each cue using a single measure of performance, the perceived location. Their
results demonstrated that ILD cues had a primary role in localization, with no evidence of a
secondary role for ITD cues.

One limitation of the Seeber and Fastl (2008) study is that they used stimuli with the
ITD cues for one location and the ILD cues for another rather than presenting each cue in
isolation. Given that many studies have indicated a strong dominance for ILD cues (van Hoesel
and Tyler, 2003; Schoen et al., 2005; Grantham et al., 2007; Poon et al., 2009), any effect the
ITD cues might have had on the perceived location in the Seeber and Fastl (2008) study may
have been masked by the more dominant ILD cues. Another limitation of the Seeber and Fastl
(2008) study is that only a single subject was tested, making it difficult to generalize their find-
ings, especially since other studies have shown considerable variability in ITD sensitivity across
Cl users (e.g., van Hoesel, 2004; Poon ef al., 2009).

The purpose of the present study was to measure bilateral CI users’ ability to use ITD
cues and determine how this compared and related to their ability to use ILD cues for sound
localization. Because HRTFs were used to independently manipulate ITD and ILD cues, the
first goal was to verify that the HRTFs appropriately simulated the soundfield (SF). Given that
other researchers have demonstrated considerable variability across bilateral CI users in terms
of ITD sensitivity (e.g., Poon et al., 2009), the second goal was to determine if the primary role
of ILD cues in localization, reported in Seeber and Fastl (2008) based on one subject, extends to
a larger population of bilateral CI users. The third goal was to determine if ITD cues played a
secondary role in localization.

2. Methods

Six bilateral CI users participated in a localization task both in the SF and with a process that
simulates the microphone input by sending HRTF-processed signals through a cable directly
connected to the CI processor’s auxiliary input port (Chan et al., 2008), referred to as direct
connect (DC) testing. For DC testing, there were three conditions: (1) both ITD and ILD cues
present (ITD+ILD), (2) only ITD cues present (ITD-only), and (3) only ILD cues present (ILD-
only). Four additional bilateral CI users completed only the ITD+ILD condition as well as SF test-
ing (see Table 1 for listener details). Participants were assigned identifiers using the following con-
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vention: [Left processor] [Right processor] [sequential number], where the processors were coded as
F=Cochlear’s Freedom, O=Med-El’s Opus 2, and T=Med-El’s Tempo+ (e.g., the subject identi-
fier FF2 represents the second bilateral Freedom processor user tested).

Generic HRTFs were created from recordings from each processor’s microphone with
the processor positioned on a Knowles Electronics Manikin for Acoustic Research (KEMAR).
Each HRTF was represented as the impulse response of a 100-tap finite impulse response (FIR)
filter at a sampling rate of 24 kHz. Separate filters were created for the left and right ears at each
azimuth. Anatomical symmetry was assumed, so the right ear HRTF for azimuth A° was iden-
tical to the left ear HRTF for azimuth 360 A°. Details of the process by which the HRTFs were
created are given in Chan ef al. (2008).

The ILD-only HRTFs for each ear had the magnitude responses of the original HRTFs,
with the ITD cues eliminated by using the identical phase responses for both ears, derived from
the right ear HRTF for a source at 180° (i.e., back center). The ITD-only HRTFs for each ear had
the phase response of the original HRTFs, with the ILD cues eliminated by using the identical
magnitude response for both ears, derived from the right ear HRTF for a source at 180°.

The testing procedure was similar to that in Chan et al. (2008). Participants were asked
to locate the stimulus (a broadband impulsive gunshot sound) presented from 1 of 12 locations,
ranging from 97.5° to 262.5° (i.e., always located behind the participant) and spaced 15° apart.
The locations were numbered from 1-12, with 1 located at 97.5° and 12 located at 262.5°. The
participant’s task was to identify the location that the stimulus originated from. Prior to testing
in each condition, participants were familiarized with the real (SF) or virtual (DC) space by
listening to the stimulus presented at each location once in ascending and once in descending
order. For DC testing, familiarization also included a reference stimulus presented immediately
prior to each stimulus, located at 90° and at 270° when familiarizing in the ascending and
descending orders, respectively. After familiarization, participants were presented with a prac-
tice block followed by the test. Neither the practice block nor the test contained reference
stimuli. For practice and test (but not for familiarization), roving was applied to assure that the
task was testing participant’s use of ITD and ILD cues rather than their ability to discriminate
loudness. For SF testing, the presentation level for each stimulus was roved by a randomly
selected offset in the range of 5 dB. For DC testing, the presentation level was roved by using
the overall magnitude of a randomly selected location while maintaining the ILD of the target
location. To achieve comparable performance between SF and DC testing, the target was pre-
sented once at each location for SF testing and twice for DC testing prior to the participant
identifying the location (Chan et al., 2008). The number of stimuli presented during the test
varied based on the participant’s localization performance (Chan, et al., 2008). All participants
completed one block of 24 stimuli. Participants who, at minimum, were able to distinguish
adjacent groups of three locations with an accuracy of at least 75% for the first block were
presented with another block of 24 stimuli.

3. Results

The first goal was to verify that the HRTFs accurately simulated the SF. To compare localization
performance between SF and DC testing, root-mean-square (RMS) error scores were calculated
for each participant in each condition (Fig. 1). RMS error scores were used because, in addition
to being sensitive to information across all locations, this type of analysis is also sensitive to a
wide range of changes in the target-response relationship. A paired #-test indicated no signifi-
cant difference between SF and DC testing (#(9)=-0.8571, p=0.4), with the two testing modes
resulting in very similar mean performance (SF=26.6°, DC=24.9°).

The second goal was to determine if the reduced availability of ITD cues for the CI
user reported by Seeber and Fastl (2008) was also found for this larger set of participants. Figure
2 shows RMS error scores per listener in the three DC conditions: ITD+ILD (left panel), ITD-
only (middle panel), and ILD-only (right panel). A one-way repeated measures analysis of variance
revealed a significant main effect of condition [ F(2,10)=24.7, p<0.001]. Paired ¢-tests indicated
that performance was significantly worse in the ITD-only condition (mean=57.7°) than in either of
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Fig. 1. Scatter plot of RMS error scores obtained when testing in the soundfield and with the ITD+ILD condition of
the direct connect testing. Lower scores indicate better performance. Each circle represents one participant. The
diagonal line indicates equivalence between the two testing conditions. Dotted circles demarcate participants who
also completed the ITD-only and ILD-only conditions.

the other conditions (ITD+ILD mean=24.5° [#(5)=—5.0, p<0.01]; ILD-only mean=24.5°
[#(5)=—5.4, p<0.01]). Every participant demonstrated this pattern. There was no significant dif-
ference in performance between the ITD+ILD and the ILD-only conditions [#(5)=0, p=1], both
having the same mean RMS error. These results indicated that ILD cues played a primary role in the
participants’ localization performance.

The third goal was to determine whether bilateral CI users can make use of ITD cues,
albeit to a lesser degree than ILD cues. Grantham ef al. (2007) evaluated whether CI users were
performing better than chance by using a computer simulation approach, whereby target lists
were randomly generated and paired with randomly generated response sets. This process was
repeated to derive a 95% confidence interval for chance performance.

The method of Grantham et al. (2007) does not take into account the effects of re-
sponse bias, e.g., that a given subject might use only a subset of all possible responses. When
random guessing is combined with a response bias, the obtained scores can deviate significantly
from those resulting from unbiased random guessing. Consequently, confidence intervals were
calculated for random guessing that corrected for the response bias for each participant and
condition. This was done by randomly sampling with replacement from a given participant’s
response set for a particular condition to create a generated response set that incorporated the
participant’s response bias. That generated response set was combined with a randomly gener-
ated target list. Ten thousand target-response sets were created per participant and condition
following this procedure, and RMS error was calculated for each of these target-response sets.
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Fig. 2. Bar graphs of the RMS error scores for each participant for the three direct connect testing conditions. Lower
scores indicate better performance. The dots connected with solid lines indicate the upper and lower bounds for the
99.2% confidence interval (« corrected for multiple comparisons) for random guessing corrected for the response
bias of each participant. For reference, the upper and lower bounds for the 99.2% confidence interval for unbiased
chance is shown as dashed lines, calculated as in Grantham et al. (2007).
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To control for familywise error, a Bonferroni correction was used, setting « to 0.0083. The
resulting confidence interval was defined as the range that encompassed 99.2% of the RMS
error scores resulting from this simulation (marked by dots connected with solid lines in Fig. 2).
Any participant whose RMS error score fell below the lower line of the confidence interval
shown in Fig. 2 demonstrated a significant ability to use ITD cues. For comparison, chance,
defined using the method of Grantham ez al. (2007) but with «=0.0083, is also presented (con-
fidence interval based on 10,000 randomly generated target-response sets: 48.4° and 90.7°; dashed
lines in Fig. 2).

Comparison of the ITD-only scores to the biased random guessing confidence inter-
vals (Fig. 2, middle panel) revealed that two participants performed significantly better than
chance when response biases were taken into account (FF2 and TT3), indicating that some of
the CI users had a significant ability to localize using interaural temporal cues only.

4. Discussion

This study examined the relative contribution of ITD and ILD cues for bilateral CI users’ sound
localization. The effects of these cues were independently measured using generic HRTFs de-
signed for each type of CI processor. These HRTFs were verified by comparing each partici-
pant’s RMS error scores for DC (using the HRTFs) and SF testing. These comparisons revealed
similar means and no significant difference between DC and SF testing (Fig. 1).

Comparison of the RMS error scores across the three DC conditions revealed identical
mean performance in the ITD+ILD and the ILD-only conditions, and significantly poorer perfor-
mance in the ITD-only condition (Fig. 2). This pattern of poorer performance in the ITD-only con-
dition was found for every participant and is consistent with the findings using indirect measures
(e.g., van Hoesel and Tyler, 2003; Schoen ef al., 2005; Grantham et al., 2007; Poon et al., 2009).
Despite ILD cues having a primary role, two participants were able to localize significantly better
than chance in the ITD-only condition, even when response biases were taken into account (Fig. 2,
middle panel).

A closer examination of Fig. 2 suggests that there was a complex interaction between
ITD and ILD cues. For example, participants TO1 and OO1 were the two worst performers in
both the ITD-only and the ILD-only conditions, yet TO1 was the best performer and OO1 was
the worst performer for the ITD+ILD condition.

In summary, this study directly compared the contributions of ITD and ILD cues for
bilateral CI users’ localization, using the same measure, localization in terms of RMS error, to
directly compare the two. The results demonstrated a strong reliance on ILD cues, although the
interaction between ITD and ILD cues was complex. The results also indicated significant lo-
calization abilities when only using ITD cues for two participants, indicating that some bilateral
CI users are sensitive to ITD cues, although further studies are needed to determine how wide-
spread such sensitivity is across CI users. This pattern of results is quite different than that seen
with individuals with unimpaired acoustic hearing, for whom ITD cues play a larger role than
ILD cues for broadband sounds (e.g., Macpherson and Middlebrooks, 2002).

The results also suggest that improved temporal information may help some CI users.
In current clinical practice, a variety of factors reduce the availability of temporal cues includ-
ing the use of processing strategies that reduce temporal information, poor place pitch matching
across interaural electrode pairs, and a lack of synchronization between the two processors.
Given the evidence provided above that at least some CI users are sensitive to ITD cues, modi-
fications to current practices that result in a more faithful transmission of temporal information
may significantly improve bilateral performance.
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Abstract: Recent development on the Green’s function retrieval by wave-
field crosscorrelation has substantially advanced the physical research in a
multidisciplinary and unprecedented fashion. However, the underlying as-
sumption of the theory that the sources are in the far-field limits the technol-
ogy to extracting only the high-frequency part of the Green’s function in an
open system. This critical approximation can be eliminated using the exact
boundary integral equation method. A scheme involving the crosscorrelation
kernel is proposed to recover the exact Green’s function including all-
frequency content. Symmetric difference kernels are analytically constructed
for sources on a plane or on a circle and can be reduced to the known Dirac
delta kernel under the far-field approximation.
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Crosscorrelating the diffuse wavefield recordings generated by random noise sources at
two locations reproduces the Green’s function that would be observed at one location as if a
source were at the other location (e.g., Lobkis and Weaver, 2001; Weaver and Lobkis, 2001). No
technology has been comparable to the Green’s function retrieval in recent times that has pro-
duced far-reaching consequences across so many physical disciplines such as in ultrasonics
(Lobkis and Weaver, 2001), acoustics (Derode et al., 2003), ocean acoustics (Roux and Fink,
2003), terrestrial seismology (Aki, 1957; Claerbout, 1968; Campillo and Paul, 2003; Calvert et
al., 2004; Schuster et al., 2004; Bakulin and Calvert, 2006; Schuster and Zhou, 2006), heli-
oseismology (Duvall ef al., 1993; Rickett and Claerbout, 1999), and medical diagnostics (Sabra
et al., 2007). The emergence of the Green’s function by wavefield crosscorrelation has been
theorized using the normal modes based on the energy equipartition principle in which the
wavefield is diffuse and waves propagate in all directions for both closed (Lobkis and Weaver,
2001; Tanimoto, 2008) and open media (Weaver and Lobkis, 2004). When the inhomogeneous
medium is not illuminated by random noise sources and the diffusivity of the wavefield is not
achieved, theoretical approaches including the stationary phase method (e.g., Schubert, 2001;
Snieder, 2004) and the representation theorem (Wapenaar, 2004) were used to demonstrate the
applicability of the technology. However, the theories, in particular, for the open system, in-
voked an assumption that the illuminating sources are in the far-field regime may be violated in
important applications. The consequence of this critical approximation is that the retrieved
Green’s function contains incorrect amplitude and it consists of only high-frequency propagat-
ing waves and no evanescent waves which are crucial in applications such as the super-
resolution diffraction tomography in medical imaging or mining activity (Lehman, 2002). In
this letter, we show that the far-field approximation can be removed by the exact boundary
integral equation method and the exact Green’s function with full-frequency bandwidth can be
retrieved, including all types of scattering effects. Our exact method leads to construction of a
crosscorrelation kernel and because this kernel is same for both deterministic and noise
sources, we consider the former case in the sequel.

The Green’s function retrieval can be understood by a surface integral (Fig. 1) in the fre-
quency » domain using the Rayleigh’s reciprocity of the correlational type (e.g., Wapenaar and
Fokkema, 2006; Shuster, 2009):
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Fig. 1. Heterogeneous medium bounded by a surface dD.
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(1)

in which G(x'|x4; ®) and G(x' |x; ) are the Green’s functions for the heterogeneous medium
in D which satisfy differential equations

VEG(x' x4 p;0) + (X" )G(X'[x4 3 0) == 8(x" =X, 5), X', X453 € DUID,

and the overbar denotes the complex conjugate and d/dn’ is the directional derivative along the
outward normal of the boundary JD with respect to position x’ € dID. For simplicity, we neglect
the source time function in the formulation. The right hand side of Eq. (1) can be interpreted as
focusing/backpropagating the wavefield on Jl) generated by a source at x4 to the observation
point X. Based on a physical argument using the time reversal acoustics (Derode et al., 2003),
the left hand side of Eq. (1) corresponds to G(xz|x,;#)—G(xg|x,;—t) in the time ¢ domain,
which consists of the causal and the anticausal Green’s functions. Let p4(x')=G(x'|x,; w) and
q4(x")=0G(x" |x,; w)/dn' be the wavefields on JD produced by a source at x,. Likewise,
p(x)=G(x'|xz;w) and g(x')=dG(x" |xz;w)/dn’ are due to the source at xz. Equation (1)
can be written in a compact form

2i Im G(xp|X4;0) = (1,45 —{q.4PB) )

in which (f,g)=[;f(x")g(x")d?>x’ is the inner product defined on the boundary. In previous
studies (e.g., Wapenaar et al., 2005; Wapenaar and Fokkema, 2006; Snieder ef al., 2007), the
integral was simplified in an open system using the far-field approximation for a spherical JD
with a large radius such that g, z(x") ~iwc '(x")p, 5(x"), x" € dD. If the wave propagation
speed c(x') is constant, we obtain

2i Im G(xp|x4;0) = = 2ik{p4,pp), k=wlc, (3)

which is referred to as Green’s function retrieval from far-field correlations. By the source-
receiver reciprocity in the Green’s function, p,(x’) and pgz(x’) can be interpreted as the wave-
fields recorded at x ; and x, respectively, produced by a source at x’ € JD. Each source contrib-
utes equally to the Green’s function retrieval on the left hand side. Next, we show that one can
still relate the integral (1) to the crosscorrelation of the wavefield as in Eq. (3) even when dD is
not in the far-field regime.

It is well known in the studies of the Huygens principle using single-layer and double-layer
potential representations that the surface values p, and g4 (or pp and gp) are generally not
independent (e.g., Baker and Copson, 1950; Kupradze, 1963; Colton and Kress, 1983). To see
this, we consider the scattering problem due to a source at x, € D (Fig. 1). In the exterior do-
main D¢, we apply the boundary integral equation method (e.g., Kleinman and Roach, 1974;
Sanchez-Sesma and Campillo, 1991; Rjasanow and Steinbach, 2007):
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o pA(x") = ﬁg f L( )P ML) GO0 |y, x' e D
dD
o)

in which the continuity of p, and ¢, across the boundary is imposed and the integral is in the
sense of Cauchy principal value. If the boundary is not smooth at x” € dD) (e.g., a vertex), o(x")
is related to the solid angle spanned by the vertex locally and o(x”)=0.5 for a smooth boundary
point at x”. Equation (4) can be written in the integral operator form

Sq4(x") = (K - %I>pA(X”), x" e dD (5)

(e.g., Martin, 2006). The exterior Green’s function satisfies the differential equation in the ex-
terior domain

V2G(x";x") + P(x)G(x";x") =— 8(x' —x"), x',x" e D°UdD

and the Sommerfeld radiation condition at the infinity

J
hmr<a—zk>G(x xX")=0, r=[x"—x'|

r—®

if the exterior medium is unbounded. The null space of the operator S is not empty if w is one of
the eigenfrequencies {wy,k € N} of the interior problem with the homogeneous Dirichlet
boundary condition (Colton and Kress, 1983). Under this case, the inverse S~! of S does not
exist and ¢, cannot be determined uniquely from p 4. Because the backpropagation integral is a
general expression for all w, we can restrict our discussion to the case w # w;. However, if the
exterior domain is unbounded and the Sommerfeld radiation condition is ensured at the infinity,
the boundary value ¢, is uniquely determined by p, (Baker and Copson, 1950). Once the in-
verse S~! of S exists, we have

1
94~ SH(K_ EI>PA Cpa (6)
in which [/ is the identity operator. The same reasoning can be applied to a source at xp:
q5=Cpp. (7)
Substituting Egs. (6) and (7) into Eq. (2), we obtain

2i Im G(XB|XA;0’) =p4>Cpp) —(Cpapp) = P4 (C— C*)PB> = P4 Wpp) (8)

in which C* is the adjoint of C. If we discretize the boundary, C will be a square matrix and C*
is the Hermitian transpose of C. The invertibility of the matrix S can be studied readily from its
eigenvalues. We take the interpretation that p,(x’) and pz(x’) are wavefields at x, and x, re-
spectively, due to a boundary source at x’ Clearly, 1f W={w,} is a diagonal matrix, then the
backpropagation is a weighted correlation, 2,w;p’q5 in which 7 is the index of the source.
However, if W is a full matrix, the backpropagation integral becomes ;> /-w,_-l-p;q"é and i andj are
the source indices. In this case, the wavefield p); at x, due to the ith source on the boundary is
crosscorrelated with the wavefield p/ at x5 due to the jth source, which is in sharp contrast with the
previous thought that only wavefields at two locations from the same source are crosscorrelated. In
general, the matrix # depends on the exterior medium and the boundary geometry. Note that if the
exterior medium is unbounded and homogeneous, / only depends on the geometry of the boundary
dD and the wavenumber £ in the exterior medium.
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Fig. 2. Crosscorrelation kernel for the plane surface case. The wavelength A=1.

We derive the crosscorrelation kernels for two important boundaries frequently appearing
in applications: an infinite plane boundary and a cylindrical boundary. Both problems are for-
mulated in the two-dimensional space and both kernels are symmetric difference kernels whose
actions on a function represent convolution operations.

Example 1. In the two-dimensional space, let the boundary JD be an infinitely large plane.
In this case, K=0. The integral operator kernel is

= (k) ©

in which H is the Green’s function in the two-dimensional space. Because the kernel S is a
symmetric difference kernel whose action on a function is a convolution, the Fourier transform
in the distributional sense can be applied to compute its inverse and the crosscorrelation kernel
reads

W(x) = ikJ, (k|x|)/|x], (10)

where J; is the first order Bessel function of the first kind. Figure 2 plots one such a kernel.
Example 2. 1f the surface is a cylinder with radius R and the exterior medium is unbounded
and homogeneous and has a wavenumber £, the integral equation in the exterior domain reads

)

Rd0' (11)

! !

sin sin

1 i (" ik [*™
Eu(ﬂ):—— q(0")Hy| 2kR Rdﬁ’—z u(0')H,| 2kR
0

4Jo

sin
2

in which polar angles # and 6’ denote positions on the boundary. All the functions in the above
integral are 2-periodic. Therefore, we can use the Fourier series to obtain the crosscorrelation
kernel in the discrete angular wavenumber domain

X

N
W,=——|H,(kR)[, n=0,£1,+2,... (12)
TR

in which W, is the coefficient of the Fourier series for the expansion function ¢”? and H, the
first-kind Hankel function of order n. For the far-field case, kR > 1, our crosscorrelation kernel
reduces to the known result, W(60)=2ik5(6), where 8(60) is the Dirac delta function. Hence we
have rigorously justified the validity of using the far-field approximation in the Green’s function
retrieval in Eq. (3). Let R=1 and we compute the crosscorrelation kernels for several wavenum-
bers (Fig. 3). At the high frequency, the crosscorrelation kernel for the cylindrical boundary
resembles that of the plane boundary case [Figs. 3(c) and 2], which indicates that if the radius of
curvature is large compared to the wavelength, the kernel of the plane boundary may be applied

EL96 J. Acoust. Soc. Am. 127 (3), March 2010 Yingcai Zheng: Exact Green’s function retrieval



Yingcai Zheng: JASA Express Letters [DOI: 10.1121/1.3298452] Published Online 9 February 2010

0.44F 6
() (b)
0.42f 1 5
0.4 . B 4
= 5
£ 038t » E s
2 =3
0.36[ : B 20
0.34} : B 1
0.32 : : : : : 0 : : : : : ]
-3 -2 -1 0 1 2 3 -3 -2 -1 0 1 2 3

0 (radians) 0 (radians)

8000~
300 7000} - (d)
50l 6000}
5000}
200
s 5 40001
s 150 = 3000}
100 2000}
50 1000+
: ’ |
-3 -2 -1 0 1 2 3 -3 I 0 1 2 3
0 (radians) 0 (radians)

Fig. 3. Crosscorrelation kernels for a cylinder boundary with radius R=1 for different wavenumbers (a) k=0.1, (b)
k=1, (c) k=10, and (d) k=50. The kernels are obtained by inverse Fourier transform of Im W,,.

locally. For both the plane and the cylindrical boundaries, the kernels approach the Dirac delta
distribution if we increase the frequency w. Numerical examples for the cylindrical boundary
corroborated our theoretical prediction that the accuracy of the retrieved Green’s function in-
creases for large kR if we use the delta kernel (Wapenaar et al., 2005).

In this letter, we have pointed out that the previous theory with the far-field approximation
on the Green’s function retrieval yielded incorrect amplitude and prevented its use from extract-
ing the low-frequency content of the Green’s function in an open system. We proposed a method
based on the integral equation method to reconstruct the exact full Green’s function including
all wave phenomena if source locations are known such as in the seismic interferometry using
controlled sources. If deterministic sources were used, we have shown that in order to exactly
retrieve the Green’s function we need to correlate wavefields not only between receivers for the
same source but also between different sources. Finally, we remark that for a great number of
applications, the Green’s function retrieval technique is being applied to diffuse wavefields gen-
erated by noise sources and as such the crosscorrelation kernel should still be used if the source
locations can be estimated. For a boundary with general geometric shape on which the sources
are excited, the boundary element method can be used to solve for the crosscorrelation kernel.
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Abstract: The subtraction method is a technique critical to several impor-
tant acoustic measurements. It involves subtracting a reference measurement
including only direct sound from one with direct sound and a reflection, to
isolate the reflection. The process is very sensitive to environmental condi-
tions, such as changes in temperature, air movement, and microphone posi-
tioning. These variations cause small time differences between the reference
and reflection measurements, which prevent complete subtraction of the di-
rect sound; the residual direct sound then pollutes analysis of the isolated
reflection. This work evaluates methods to compensate for differences to
achieve minimal interference from the residual direct sound.
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1. Introduction

The subtraction method is an important step in several acoustic measurements that are impor-
tant to acoustic practitioners in the field. The first is the in-situ absorption/reflection coefficient
measurement. This method was suggested by Yuzawa' as early as 1975 and further developed
by Mommertz.> Nocke® and Garai* also utilized this technique. ISO Standard 13472 (Ref. 5) for
the measurement of the absorption of roadway surfaces incorporates the subtraction technique
and has been applied to other surfaces such as grass and turf.® The measurement involves taking
an impulse response in the free field, and another with the microphone close to the surface under
test. The free field measurement is subtracted from the test measurement to isolate the reflec-
tion, which is then compared to the free field direct sound to deduce the reflection coefficient
from the surface. This measurement technique is of high practical significance because it allows
testing of installed materials without the need to remove material to a laboratory for reverbera-
tion chamber’ or impudence tube® measurements.

The second measurement that requires this technique is the measurement of diffusion
coefficients.” Diffusion coefficients are measured by placing a semicircular or hemispherical
array of microphones around the sample to be measured, a source outside of the microphone
array, and taking impulse responses for each microphone. The polar response of the panel is
then distilled into a diffusion coefficient using an auto-correlation function as in Eq. (2). In
attaining the polar response from an architectural wall panel for many source incidences, it is
often necessary to place the source at grazing incidence to the panel with the microphone op-
posite. Figure 1 (right) illustrates this condition. This results in the direct sound and panel re-
flection arriving at the microphone in close succession. Since only the reflection is of interest, a
second measurement is taken without the panel present to attain a reference that can be sub-
tracted from the measurement to isolate the panel reflection. This measurement is a simple and
practical method to measure surfaces such as those described by Olson and Bradley,10 Dadiotis
etal,'" and D’Antonio,12 among others. Both of these measurements require taking either two
measurements with the same microphone or taking one measurement with two different micro-
phones. In either case, there will be slight differences between the measurements. These differ-
ences arise from differences in the response of the microphones, no matter how closely matched
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Fig. 1. Diffusion coefficient measurement setup that requires the subtraction method to isolate the reflection and the
resulting impulse responses: (a) Impulse response of reflections including the direct sound impulse. (b) Reference
impulse response. (c) Subtraction results.

they are, temperature changes and air movement between measurements, and variations in the
response of the measurement equipment due to temperature or electrical deviations. This work
examines methods to compensate for these small changes.

2. Experiment description

This experiment uses impulse responses obtained from diffusion coefficient measurements. A
measurement as shown in Fig. 1 (left) without the diffuser panel present yields the reference
measurement; one with the panel present provides the reflection measurement. Subtracting the
former from the latter eliminates the direct sound and leaves only the reflection. This paper
examines a variety of methods to correct for minor time misalignments between the two signals
to attain the optimal result. The subtraction results from each method are then used to calculate
the diffusion coefficient,'® and variations are analyzed. Figure 1 illustrates the measured im-
pulse responses and subtraction results.

3. Subtraction methods

The first scheme examined is the direct subtraction method. This method assumes that environ-
mental conditions are constant between measurements and measurements can be repeated ex-
actly. If this assumption is correct, direct subtraction should produce complete elimination of
the direct sound and leave only the isolated reflection. If this is not effective, which is often the
case, further processing is necessary.

Several steps may be taken to improve the results. All of these steps require comparing
different features of the two measurements. To make this comparison more accurate it is desir-
able to oversample both signals so corrections of less than one sampling point can be made;
after subtraction the signals are downsampled to their original sampling frequency.

The simplest correction is to calibrate the signals so that the amplitudes of the direct
sound peaks are the same. This ensures that differences in magnitude do not skew the results
and do not account for time misalignments. Aligning the signals in time further improves the
subtraction results. This can be done in several ways. Utilizing the peaks of the direct sounds as
a reference point and aligning them in time can help correct for overall shifts, but a small shift
in the peak may not accurately represent the shift of the whole signal. To incorporate a larger
portion of the signal into consideration, cross-correlation of a few milliseconds of the signals,
centered on the direct sound peaks, may be effective. The location of the peak of the cross-
correlation function will indicate how much to shift one signal in relation to the other to attain
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the best alignment of the direct sounds. However, the cross-correlation function is often skewed
by the presence of the reflection within the direct sound component. This is often the case when
measuring the reflection coefficient of a rigid surface when the microphone is close to the sur-
face.

4. Subtraction optimization

The optimized approach to achieve the best alignment includes all of the previous schemes,
then shifts the signals across each other several points to either side of the shift indicated by the
cross-correlation function. By subtracting the reference from the reflection measurement at
each of these locations, the most effective result can be found. This is performed at a wide range
of oversampling rates in order to have the ability to shift the signals by any fraction of a sam-
pling point. So, for an oversampling rate of 2, the signals are shifted four points in either direc-
tion; for 3, six points in either direction; etc. This is repeated up to an oversampling rate of 20 or
more, so that every fraction of shift within the four points around the peak correlation is inves-
tigated. There is some redundancy since, for example, 10/20 is the same as 1/2, but the advan-
tage is that a step of, say, 1/19 of a point is investigated. At each shift the signals are subtracted
and the residual direct sound is compared. More thorough organization of the oversampling
rates could improve calculation time by removing the redundant steps. For a limited number of
oversampling rates and shifts, a gridded search to find the most effective subtraction is sufficient
to obtain optimized results; in more detailed investigations a genetic algorithm can be exploited
to improve computation time.

5. Measuring subtraction effectiveness

The process above provides many varying subtraction results; in order to choose the best result,
a metric of success is required. As the goal of the operation is to remove the direct sound,
subtraction effectiveness can be measured by the percent reduction, or decibel level reduction in
the direct sound from the measurement to the result. Specifically, the sum of the energy within
0.5 ms of either side of the direct sound can be compared before and after subtraction to find the
effective reduction. Equation (1) defines the reduction factor R. A reduction factor equal to the
peak to noise ratio of the measurement can be considered a complete subtraction, since this
would leave nothing in the area of the direct sound except the background noise.

ds+0.5 ms

2 (S ref)2

ds—0.5 ms
R=10logy| Zosms | )

E (Sresult)2

ds—0.5 ms

where ds is the time of the direct sound peak, S, is the reference measurement, and S, is the
subtraction result.

Certainly, if direct subtraction provides suitable reduction in the direct sound compo-
nent, no further processing is necessary. The level of the residual direct sound in relation to the
level of the reflection should also be considered. The smaller the reflection component, the
greater influence a given residual direct sound will have. This is particularly important in the
in-situ measurement of absorptive materials and grazing source incidence diffusion coefficient
measurements. In both cases the reflection is small and also within close proximity to the direct
sound.

6. Results

Seventy-two sets of measurements were processed with five different subtraction schemes. The
schemes, as described above, are direct subtraction, peak amplitude matching (PAM), peak
amplitude and time matching (PATM), peak amplitude matching with cross-correlation align-
ment (PACA), and the optimized method (OM). An example of the results from two different
methods is shown in Fig. 2 (left). Calculating the reduction factor R per Eq. (1) for each mea-
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Fig. 2. (Left) A comparison of the direct subtraction result (a) and the optimized result (b). In this case, there was a
5 dB improvement in the reduction in the direct sound. (Right) A polar response with an anomalous spike from failed
subtraction (b) and the corrected response (a). The diffusion coefficients are 0.19 and 0.35, respectively.

surement and subtracting the direct method reduction factor yield the improvement offered by
each method. Table 1 lists the improvement results for the 72 measurement sets processed.
Negative values indicate results that are worse than direct subtraction.

Peak amplitude matching provides some improvement, and since this scheme is so
simple to implement, it should be used on all subtraction measurements. Note that aligning the
peaks of the direct sound provides no additional improvement. This indicates that the exact
alignment of the peaks does not correlate to the best time alignment of the entire direct sound.
Cross-correlation, used blindly, provides generally worse results than if the signals had been
subtracted directly. This is possibly due to the influence of the reflection in the correlation,
which could skew the correlation peak due to the mismatch between the reflection and back-
ground noise after the direct sound. Finally, the optimization method shows a marked improve-
ment over direct subtraction, sometimes as much as 12 dB. Where the optimization method
failed, as indicated by the —1 dB improvement, was on the rare measurement where direct sub-
traction was extremely accurate; these measurements showed direct method R factors above all
others.

7. Effect on the diffusion coefficient

Since the diffusion coefficient uses auto-correlation of many channels, per Eq. (2), it is suscep-
tible to being skewed by one faulty channel.

Table 1. A comparison of the improvement (R ,cpnoa—Rairee) Provided by each subtraction scheme: PAM, PATM,

PACA, and OM.

Minimum Mean Maximum
Method (dB) (dB) (dB)
PAM —-1.6 0.4 4.5
PATM —-1.6 0.4 4.5
PACA —29.3 —-2.5 4.5
OM -1 2.6 12.1
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Table 2. A comparison of the diffusion coefficients calculated from different subtraction schemes.

1
3 octave band

(Hz) Direct PAM PATM PACA Optimized
100 0.57 0.58 0.58 0.54 0.68
125 0.57 0.57 0.57 0.52 0.71
160 0.44 0.43 0.43 0.44 0.51
200 0.37 0.37 0.37 0.38 0.41
250 0.52 0.52 0.52 0.40 0.61
315 0.45 0.45 0.45 0.30 0.52
400 0.19 0.19 0.19 0.12 0.35
500 0.05 0.05 0.05 0.04 0.57
630 0.05 0.05 0.05 0.05 0.48
800 0.04 0.04 0.04 0.04 0.56
1000 0.01 0.01 0.01 0.03 0.48
1250 0.01 0.01 0.01 0.03 0.38
1600 0.01 0.01 0.01 0.03 0.36
2000 0.01 0.01 0.01 0.04 0.62
2500 0.03 0.03 0.03 0.04 0.45

n 2 n
(E 10Li/10) _ E (10L,~/10)2
i1 i1
Dg = . , (2)
(n=1)2 (1041
i=1

where 7 is the microphone position, Z; is the level at i microphone, # is number of microphones
in the array, and © is the source incidence.

In a semicircular array of 72 microphones, if the subtraction method fails on one or
two channels, a spike can occur in the polar response. This spike is interpreted as highly direc-
tional reflection, and the diffusion coefficient will be artificially low. Figure 2 (right) shows a
polar response that has a spike from failed subtraction and the corrected response calculated
from optimized subtractions. The effect on the diffusion coefficient is pronounced.

Table 2 lists diffusion coefficients of a quadratic residue diffuser designed for 600—
1600 Hz with the source at 60° incidence for each subtraction method. The effect of failed
subtraction becomes most evident above 400 Hz where all of the non-optimized methods yield
erroneous results. Even below this threshold, the optimized method, which eliminates the
spikes, shows a higher diffusion coefficient indicating a more uniform polar response. The con-
sistency of the optimized results also indicates that the method is less subject to variations in the
quality of the measurement from each channel of the semicircular array.

8. Concluding remarks

The subtraction method is particularly sensitive to variations in environmental conditions be-
tween the reference measurement and the reflection measurement. Aligning the signals from
these measurements in amplitude and time can eliminate the differences to provide clean sub-
traction results. This is a critical step in both in-situ reflection measurements and diffusion
coefficient measurements; if the subtraction is not effective, the results from both measure-
ments will be skewed if not entirely erroneous. This complication is amplified in diffusion co-
efficient measurements because the measurement gauges consistency across many channels.
Shifting the signals across one another at various oversampling rates to attain the highest reduc-
tion factor is an effective method to determine the optimal subtraction result.
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Abstract: Simple reaction times (RTs) were used to measure differences in
processing time between natural animal sounds and artificial sounds. When
the artificial stimuli were sequences of short tone pulses, the animal sounds
were detected faster than the artificial sounds. The animal sounds were then
compared with acoustically modified versions (white noise modulated by the
temporal envelope of the animal sounds). No differences in RTs were ob-
served between the animal sounds and their modified counterparts. These
results show that the fast detection observed for natural sounds, in the present
task, could be explained by their acoustic properties.
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1. Introduction

The purpose of an auditory warning is to alert the user of a given system (car, plane, and hos-
pital equipment) to a potentially dangerous situation and/or to the arrival of information on
visual displays (Patterson, 1982). Several acoustical parameters have been shown to be good
candidates to modulate the perceived urgency of an auditory warning: e.g., the higher the pitch
and the faster the speed (in case of a multiple-burst sound), the higher the perceived urgency
(Edworthy et al., 1991). By contrast with these artificial auditory warnings, some authors have
proposed the use of everyday sounds as warnings. For example, Graham (1999) observed
shorter response times for everyday sounds (car horn and tire skid) than for conventional warn-
ings (tone) and argued that everyday sounds are understood more quickly and easily than ab-
stract sounds. However, simple acoustic differences, rather than semantic or cognitive differ-
ences, might be sufficient to explain the reaction-time advantage for everyday sounds.

More than an increase in the perceived urgency, a warning signal is efficient when it
induces faster detection and increases the probability of an appropriate reaction under urgent
conditions. In a companion study (Suied ef al., 2008), we have shown the advantages of an
objective measurement [reaction time (RT)] to assess correctly the level of urgency of a sound.
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In this study, we present a pair of experiments performed to investigate whether natural
sounds are detected faster than artificial sounds by human listeners. First, we show that natural
sounds are detected faster than simple artificial sounds (experiment 1). Then, we demonstrate
that simple acoustic considerations, rather than very early recognition of the sound, can explain
this behavioral advantage (experiment 2).

2. Experiment 1: Artificial sounds versus animal sounds

2.1 Methods

Twelve volunteers (7 women and 5 men; mean age 36+ 10 years) participated in this experiment.
All were naive with respect to its purpose. None of them reported having hearing problems. The
study was carried out in accordance with the Declaration of Helsinki. All participants provided in-
formed consent to participate in the study.

Two categories of sounds were compared: classical warning sounds and animal
sounds. Four sounds were tested in each category. For the classical warning sounds, we used the
same template for the stimuli as in our companion paper (Suied et al., 2008). The template for
the different stimuli was an isochronous sequence of short pulses. Each pulse of the burst was a
1-kHz pure tone, 20 ms in duration, and included 5-ms linear onset and offset ramps. Stimuli
varied along a single dimension, the interonset interval (IOI), defined as the time elapsed be-
tween the onsets of two pulses. The four 1OIs tested were 100, 50, 33, and 25 ms (these four
sounds are referred to hereafter as 101100, IOI50, I0I33, and 10125, respectively). The total
duration of each burst was 220 ms. The natural sounds were animal sounds obtained from the
Soundldeas database (Sound Ideas General Series 6000, www.sound-ideas.com): a lion sound,
two different leopard sounds, and one jaguar sound, referred to hereafter as Lion, Leol, Leo2,
and Jag, respectively. They were modified to be 220 ms in duration, with a linear ramp of 10 ms
at the end of the sound (see Fig. 2 for the waveforms of the animal sounds).

Loudness equalization was performed on the eight stimuli to avoid any RT differences
due to loudness differences (see Chocholle, 1940; Suied et al., 2008). A group of nine other
listeners participated in this preliminary experiment. Loudness matches were obtained with an
adjustment procedure. The listener was asked to adjust the comparison stimulus until it seemed
equal in loudness to the standard stimulus. [O1100 was used as the standard stimulus. The level
of the standard stimulus was fixed at 76 dB sound pressure level (SPL). The mean level differ-
ences at which the comparison and the standard stimuli were judged to be equal in loudness
were between 0.5 and 6 dB. IOI50 was presented at 75.5 dB SPL, 10133 at 75.5 dB SPL, 10125
at 75.2 dB SPL, Lion at 73.6 dB SPL, Leol at 75 dB SPL, Leo2 at 73.7 dB SPL, and Jag at 70
dB SPL.

The sound samples were presented at a 44.1-kHz sampling rate. They were amplified
by a Yamaha P2075 stereo amplifier and presented binaurally over Sennheiser HD 250 linear 11
headphones. The experimental sessions were run using a Max/MSP interface on an Apple com-
puter. Participants responded by using the space bar of the computer keyboard placed on a table
in front of them. The responses were recorded by Max/MSP with a temporal precision for
stimulus presentation and response collection of around 1 ms. The experiments took place in a
double-walled Industrial Acoustics Co. (IAC) sound booth.

One exemplar of each of the eight stimuli was presented in random order for each trial.
Following a standard simple-RT procedure, participants had to respond as soon as they detected
the sound by pressing the space bar as quickly as possible. They were asked to keep the finger of
their dominant hand in contact with the space bar between trials. The inter-trial interval was
randomly fixed between 1 and 7 s. These stimuli were presented in six separate blocks of trials.
Each block consisted of 96 stimuli. The stimuli of different IOIs were randomly intermixed. The
number of stimuli of different IOIs was equal in each block (12 each), thus leading to 72 rep-
etitions for each stimulus and each participant. Participants performed practice trials until they
were comfortable with the task.

Responses were first analyzed to remove error trials, i.e., anticipations (RTs less than
100 ms) and RTs greater than 1000 ms. Each RT value was transformed to its natural logarithm
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Fig. 1. RTs of the animal sounds and IOl sounds are presented (from left to right: Lion, Leol, Leo2, Jag, 01100,
10150, 10133, and I0125; see text for details). RTs were first transformed to a log scale and then averaged across all
participants. The log scale was converted back to linear ms for display purposes. The error bars represent one
standard error of the mean. RTs to the animal sounds were shorter than those to the IOI sounds.

(see Ulrich and Miller, 1993; Luce, 1986), before averaging In(RT) for each condition (see
Suied ef al., 2009 for similar analyses on RTs). To identify between-condition differences in
mean In(RT), a repeated-measures analysis of variance (ANOVA) was conducted with sound as
a within-subject factor (IOI100, I0I50, IOI33, IOI25, Lion, Leol, Leo2, and Jag). A
Kolmogorov—Smirnov test was performed to check for the normality of the distribution of re-
siduals of the ANOVA. For this analysis, we pooled together the results for all conditions in
order to increase the power of the statistical test. In addition, to account for violations of the
sphericity assumption, p-values were adjusted using the Huynh—Feldt correction, and p <0.05
was considered to be statistically significant. Finally, we performed orthogonal contrasts to explain
the main effect of the ANOVA. For the computation of the contrast in the case of repeated-measures
ANOVA, the error term is based on the data on which the contrast is performed, instead of using the
global error term of the ANOVA factor.

2.2 Results

There were no anticipations, only 0.2% misses and 0.2% of RTs greater than 1000 ms. These
outlier data were discarded. The Kolmogorov—Smirnov test revealed that the distribution of the
residuals of the ANOVA was not different from a normal distribution (d=0.07; N=96; p >0.1).
This result validates the log transformation and shows that the original distribution of RTs was in-
deed log-normal.

The repeated-measures ANOVA of In(RT) revealed a significant main effect of sound
[F(7,77)=27.25;e=0.5; p<0.0001]. These data are represented in Fig. 1. We then performed four
mutually orthogonal contrasts [F(4,44)=30.09; p <0.00001] that show that: (1) RT was signifi-
cantly shorter for the animal sounds than for the IOI sounds [Lion, Leol, Leo2, and Jag compared to
101100, IO150, 0133, and 10125, #(11)=6.7; p <0.00001]; (2) RT was significantly longer for the
Lion sound than for the three other animal sounds [#(11)=3.5; p <0.005]; (3) RT to the IOI100
sound was significantly longer than for the three other IOIs sounds [#(11)=4.6; p <0.005]; (4) RT
tended to be shorter for IOI33 and IOI25 than for IOI50 [marginal significance: #(11)=1.8; p
=0.09].

2.3 Discussion

Animal sounds led to a shorter RT than artificial sounds. This could be due to a very early
recognition of the animal sounds. We could also hypothesize that because of some fundamental
acoustical characteristic, these animal sounds induced a brainstem reflex by signaling an impor-
tant and urgent event (for a review, see Juslin and Vistfjill, 2008), and this might be responsible
for the shorter RT. It could also simply reflect acoustical differences, for example, in spectral
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content, between the two categories of sounds: By statistical facilitation only, the greater the
number of frequency channels activated, the shorter the detection process. Experiment 2 was
designed to distinguish between these two possibilities.

For the IOI sounds, the shortest RTs were to IOI33. These data are consistent, at least
qualitatively, with a multiple-look model for temporal integration (Viemeister and Wakefield,
1991). The IOI50 sound contains more pulses than the IOI100 sound (and similarly for the
10133 and 10150 sounds), so it may lead to more “looks,” which might, in turn, induce shorter
RTs. The threshold at 33 ms could, however, reflect another process: The lower limit of melodic
pitch is around 30 Hz (Pressnitzer et al., 2001). Interestingly, Russo and Jones (2007) recently
found that the urgency of pulse trains is closely related to the perception of pitch: The pulse
repetition rate corresponding to the transition between a pitch percept and independent pulses
was judged as the most urgent and led to very short RT. For the animal sounds, the longest RT
was observed for the Lion sound. This “Lion effect” will be discussed together with the results
from experiment 2 below (see 3.3).

3. Experiment 2: Animal sounds versus modulated noises

In this experiment, we compared animal sounds to modified versions of the same sounds (white
noise modulated with the temporal envelope of the animal sounds) in order to control for dif-
ferences in spectral and temporal complexities between natural and artificial sounds in experi-
ment 1.

3.1 Methods

Twelve new volunteers (5 women and 7 men; mean age 31+7 years) participated in this experi-
ment. All were naive with respect to its purpose. None of them reported having hearing problems.
The study was carried out in accordance with the Declaration of Helsinki. All participants provided
informed consent to participate in the study.

The four animal sounds used previously in experiment 1 were tested again in experi-
ment 2. The temporal envelopes of these sounds were applied to white noise to provide the
“modulated noise” versions, denoted hereafter by the prefix “MN_.” The temporal envelope
was extracted using a half-wave rectifier followed by a low-pass filter (sixth-order Butterworth
filter with a cut-off frequency of 5 kHz). As in experiment 1, the eight stimuli were equalized in
loudness. The MN_Lion sound (used as the reference sound) was presented at 76 dB SPL, Lion
at 78 dB SPL, Leol at 77.9 dB SPL, Leo2 at 78 dB SPL, Jag at 74.1 dB SPL, MN_Leol at 76 dB
SPL, MN_Leo2 at 76.2 dB SPL, and MN_Jag at 75.5 dB SPL.

In addition, at the end of this second experiment, we verified that the participants could
categorize the original animal sounds and their modulated noise versions correctly into “ani-
mal” and “non-animal” categories. They all performed this task very easily.

The apparatus, procedure, and statistical analyses were the same as in experiment 1.

3.2 Results

There were no anticipations, only 0.3% misses and 0.3% of RTs greater than 1000 ms. These
outlier data were discarded. A Kolmogorov—Smirnov test revealed that the distribution of the
residuals of the ANOVA was not different from a normal distribution (d=0.11; N=96; p>0.1).
This result validates the log-transformation and shows that the original distribution of RTs was in-
deed log-normal.

The repeated-measures ANOVA on In(RT) revealed a significant main effect of sound
[F(7,77)=6.72;£=1;p<0.0001]. These data are represented in Fig. 2. Three mutually orthogonal
contrasts [F(3,33)=11.62; p<0.00001] showed the following: (1) There was no clear difference
between RTs for the animal sounds compared to those for the MN versions [Lion, Leol, Leo2, and
Jag compared to MN_Lion, MN_Leol, MN_Leo2, and MN_Jag, #(11)=2.1; p=0.06], and the MN
sounds tended to be detected faster than the natural sounds (see Fig. 2); (2) as in experiment 1, RTs
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Fig. 2. (a) RTs of the animal sounds and MN sounds are presented (from left to right: Lion, Leol, Leo2, Jag,
MN_Lion, MN_Leol, MN_Leo2, and MN_Jag; see Fig. 1 for details). RTs to the animal sounds were similar to RTs
for the MN sounds that preserved the temporal envelope of the sound. (b) Temporal waveforms of the four animal
sounds.

were significantly longer for the Lion sound than for the three other animal sounds [¢(11)=5.5; p
<0.00027; (3) RTs were significantly longer for the MN_Lion sound than for the three other MN
sounds [#(11)=2.9; p<0.02].

3.3 Discussion

We observed similar RTs for real animal sounds and their MN versions. This result validates the
“acoustic” hypothesis, suggesting that the RT difference between the animal and the artificial
101 sounds in experiment 1 was indeed due to their difference in acoustic properties. Temporal
and spectral differences can be responsible for the RT difference observed between the 101
sounds and the animal sounds (experiment 1). In experiment 2, similar RTs were obtained for
sounds with the same temporal envelope; this suggests that differences in the temporal envelope
between animal and IOI sounds could explain the faster RTs to animal sounds in experiment 1.
The large difference in spectral content between repeated pure tones (IOI sounds) and animal
sounds could also be responsible for the faster RTs to animal sounds. In experiment 2, we
compared two categories of sounds with less obvious differences in the spectral content. If
anything, there was a trend for faster RT for the MN sounds, which could be due to the higher
number of channels activated for the MN sounds than for the animal sounds.

The possibility that shorter RTs for animal sounds (experiment 1) were due to cogni-
tive factors (learned associations between feline sounds and danger, for example) is ruled out by
experiment 2: RTs for animal sounds were not shorter than for the artificial MN sounds, al-
though participants were still able to recognize animals vs non-animals sounds. Although we do
not deny a plausible and potential specificity in the encoding and recognition of natural sounds,
these findings suggest that, at least for simple detection tasks, the behavioral advantage for
natural sounds can be easily explained by simple acoustic differences. The relationships be-
tween the acoustic characteristics of different types of animals (predators or non-predators) and
RTs might be an interesting generalization of the current study.

The Lion effect observed in experiment 1 (that is, a longer RT for the Lion sound
compared to the other animal sounds) was reproduced in experiment 2. Interestingly, this Lion
effect held for the MN sounds, which preserved only the temporal envelope of the sounds. We
computed the attack time (defined as the time it took for the temporal envelope to reach the
maximum from 40 dB down) on the animal sounds; there was no obvious relationship between
the attack times and the RT's that could explain the Lion effect (attack times for Lion: 96.1 ms,
Leol: 107.2 ms, Leo2: 67.7 ms, and Jag: 57.4 ms). The waveforms of the animal sounds are
presented in Fig. 2. The importance of the temporal envelope for speech recognition has already
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been evidenced (Shannon et al., 1995). From the current data, it also seems that the temporal
envelope has an impact on the speed of detection. This requires further investigation.
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Abstract: The behavioral audiograms of two female white-tailed deer
(Odocoileus virginianus) were determined using a conditioned-suppression
avoidance procedure. At a level of 60 dB sound pressure level, their hearing
range extends from 115 Hz to 54 kHz with a best sensitivity of —3 dB at
8 kHz; increasing the intensity of the sound extends their hearing range from
32 Hz (at96.5 dB) to 64 kHz (at 93 dB). Compared with humans, white-tailed
deer have better high-frequency but poorer low-frequency hearing.
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1. Introduction

White-tailed deer have perhaps the largest economic impact of any wild animal in North
America. On the one hand, billions of dollars are spent each year on equipment and travel
related to deer hunting (e.g., Conover, 1997). On the other hand, deer spread Lyme disease,
causing millions of dollars of damage to both the agriculture and timber industries, and over a
billion dollars of damage to vehicles that collide with them each year (Conover, 1997; Schwabe
and Schuhmann, 2002). Indeed, more than 100 people are killed each year in deer-vehicle col-
lisions, with many more seriously injured, making deer the most deadly wild animals in North
America (Bailey, 2001). As a result, there is much interest in the behavior of white-tailed deer,
particularly in their sensory abilities (e.g., Gerlach et al., 1994).

Because deer are naturally afraid of humans and do not readily tolerate our presence, it
is difficult to conduct behavioral tests on them. As a result, the only measure of their hearing
currently available is their auditory brainstem response (D’Angelo ef al., 2007). This measure-
ment indicates that the hearing range of deer extends from 250 Hz to 30 kHz, with a best sen-
sitivity of only 42 dB at 4 and 8 kHz. However, the auditory brainstem response does not give an
accurate measure of an animal’s absolute sensitivity nor does it necessarily indicate the relative sen-
sitivity of an animal to different frequencies (Heffner and Heffner, 2003). Such information can only
be obtained from a behavioral audiogram.

We present here the absolute pure-tone thresholds obtained for two domestically raised
whitetail deer using standard animal psychophysical procedures. These results will be of inter-
est to those who wish to attract, repel, or conceal their presence from deer.

2. Method

The animals used in this experiment were two whitetail does (Odocoileus virginianus)
1-2 years of age that had been born and raised domestically. The animals were weighed daily dur-
ing testing to help monitor their health.

The deer were tested using a conditioned-suppression avoidance procedure in which a
thirsty animal was trained to maintain mouth contact with a small stainless steel water bowl in
order to receive a steady trickle of water. The bowl, which was mounted on a post 0.5 m above
the floor, was carefully positioned so that the animals made little or no drinking noise. Pure tones
were then presented at random intervals followed by a mild electric shock delivered between the
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Fig. 1. Absolute thresholds of two white-tailed deer (A and B). The solid line indicates the average thresholds of the
deer. The dashed line is a human audiogram obtained in comparable free-field conditions (Jackson et al., 1999). The
horizontal dotted line indicates the 60 dB sound pressure level, which is the level commonly used when comparing
the hearing ranges of different species.

bowl and the floor. An animal avoided the shock by breaking contact with the bowl whenever it heard
a tone, thereby also indicating that it had detected the tone. Thus, the task resembles the natural
situation in which an animal at a water hole pauses when it senses danger. That the shock level used
was “mild” was indicated by the fact that the deer never developed a fear of the water bowl and
returned to it as soon as the sound was turned off (for details of this procedure, see Heffher and
Heftner, 1995).

Thresholds were determined by reducing the intensity of a tone in 5 dB steps until an
animal could no longer detect it above chance level. Threshold was defined as the intensity at which
an animal could detect a sound 50% of the time (corrected for false positives), which was usually
calculated by interpolation (Heffher and Heffner, 1995).

To produce the tones, sine waves were generated with an oscillator or a digital signal
generator, gated with a rise-fall gate set to at least 10 ms to eliminate onset and offset artifacts,
pulsed (400 ms on, 100 ms off), filtered (+1/3 octave settings), monitored with an oscilloscope,
amplified, and sent to a loudspeaker: either a subwoofer (32—63 Hz), woofer (125—4 kHz), piezo-
electric tweeter (8 —32 kHz), or leaf tweeter (45, 56, and 64 kHz). Most testing was conducted with
the speaker placed in front of the animal at a distance of 1 m. However, because the animals some-
times did not point their pinnae forward, a second speaker was placed off to one side or behind an
animal at a distance of 1.5 m or more with the exact location depending on the direction in which an
animal tended to point its pinna. The procedure for calibrating the sound has been described else-
where (Jackson et al., 1997) and the sound pressure level (SPL) used was referenced to 20 zN/m?.
Testing was conducted in a single-wall sound-proof chamber, the walls and ceiling of which were
lined with acoustic foam.

3. Results

The deer learned to enter the sound chamber, drink from the water bowl, and break contact with
the bowl whenever a suprathreshold stimulus was presented. Although the animals usually
pointed their pinnae straight ahead at the loudspeaker located in front of them, they sometimes
rotated their pinnae to the side or back as though they were checking for sounds coming from
those directions. When this occurred, the tone trials were delayed until their pinnae were again
directed toward the loudspeaker. However, for frequencies of 8 kHz and higher, a second loud-
speaker was placed in the location toward which they oriented their pinna. This procedure resulted in
stable thresholds that represent the animals’ optimal sensitivity.

The audiograms of the two deer, shown in Fig. 1, have the characteristic shape of
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mammalian audiograms. Beginning at the low frequencies, the deer were able to hear 32 Hz at
an average threshold of 96.5 dB with sensitivity improving as frequency was increased. The animals
showed a broad range of good sensitivity extending from 500 Hz to 32 kHz with a best threshold of
—3 dB at 8 kHz. Above 32 kHz, sensitivity decreased rapidly to an average threshold of 93 dB at
64 kHz. Overall, at an intensity of 60 dB SPL, the deer were able to hear from 115 Hz to 54 kHz.

4. Discussion

There are two points to note about this deer audiogram. First, because sounds were only pre-
sented when at least one, if not both, of an animal’s pinnae were pointed toward a loudspeaker,
they represent the animals’ optimal sensitivity. As has been demonstrated in reindeer, the pinnae
of deer are directional for high frequencies and sensitivity may be reduced by 20 dB or more
when the pinnae are pointed away from the sound source (Flydal ef al., 2001). Second, although we
only tested females, these results are expected to apply to male deer as well, as the auditory sensitiv-
ity of mammals has not been observed to differ between the sexes (Heffner and Heffner, 2003).

Because of the extensive interactions between humans and white-tailed deer, it is of
interest to compare their audiogram with that of humans. As can be seen in Fig. 1, the deer
audiogram is similar in shape to that of humans and, indeed, looks like the human audiogram
shifted approximately two octaves toward the higher frequencies. Some of the differences be-
tween the human and deer audiogram are well understood. In particular, the better high-
frequency hearing of deer is explained by the observation that mammals rely on high-frequency
cues to localize sound, high frequencies being particularly important for localization in the
vertical plane and for preventing front-back confusions (Heffner and Heffner, 2008). However,
because the directionality of high frequencies depends on the size of an animal’s head and
pinnae, the smaller the animal, the higher it must hear in order to use the high-frequency locus
cues. Thus, deer hear higher than humans because they are smaller. However, less is known
about the variation in mammalian low-frequency hearing and there is currently no explanation
for the difference in the low-frequency sensitivity of humans and deer (Heffner and Heffner,
2003). (The audiograms of other mammals are available at http://psychology.utoledo.edu/
showpage.asp?name=mammal_hearing for comparison with deer.)

Finally, the audiogram provided here can be used to obtain a preliminary estimate of
the audibility of a sound to deer. That is, sounds whose spectra fall within the bounds of the
audiogram will be audible to deer if they reach a deer’s ear at a sufficient sound pressure level.
Sounds that fall above or below the frequency range of deer will not be audible to them regard-
less of the intensity. However, care must be taken in using these data to estimate the relative
loudness of sound to deer. This is because the audiogram measures the sensitivity to pure tones,
whereas most sounds of interest are complex sounds containing multiple frequencies, and it has
been shown that the perceived loudness of such sounds is not easily estimated from measures of
pure-tone sensitivity (e.g., Hellman and Zwicker, 1987).
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Abstract: The theory accounting for nonlinear particle relaxation (viscous
and thermal) has been applied to the prediction of dispersion of sound in
dilute suspensions. The results suggest that significant deviations exist for
sound dispersion between the linear and nonlinear theories at large values of
T, where w is the circular frequency and 7, is the Stokesian particle relax-
ation time. It is revealed that the nonlinear effect on the dispersion coefficient
due to viscous contribution is larger relative to that of thermal conduction.
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1. Introduction

Sound attenuation in fluids, representing the dissipation of acoustic energy from a sound wave,
occurs through a number of physical processes 1nvolv1ng molecular viscosity, thermal conduc-
tivity, and other dissipative or relaxation processes.'’ When a fluid contains 1nh0mogeneltles
such as suspended partlcles (solid particles, drops, and bubbles), additional VlSCOllS and heat
conduction losses occur in the immediate neighborhood of the suspended partlcles.1 Particle
relaxation in a dilute suspension is the process by which particles adjust to fluctuations (velocity
and temperature) of the surrounding fluid, leading to attenuation and dispersion of a sound
wave. A comprehenswe review of the physics and scientific history of acoustic interactions with
particulate mixtures is provided by Challis et al. ° The acoustic intensity / of a plane wave propa-
gating through an absorbing medium is expressed by

I:[()eia’.x, (1)

where x is the distance traversed, / is the intensity at x=0, and «; is the intensity attenuation
coefficient for the medium. The quantity «; depends on viscosity, thermal conductivity, and
other factors such as molecular relaxation.

Sound propagation in aerosols and fog has been studied experlmentally and theoreti-
cally by several investigators since the pioneering work of Sewell,'” with the aid of a scattering
formulation on the assumption of 1mmovable particles. Epstemll extended this theory for par-
ticles in motion, and Epstein and Carhart'” additionally considered heat conduction effects.
Allegra and Hawley 1 provided further extensions by including liquid-liquid as well as liquid-
solid systems.

Temkin and Dobbins,'* in their classical work involving a coupled-phase formulation,
theoretically considered particle attenuation and dispersion of sound in a manner which illus-
trates explicitly the relaxation character of the problem. Basset history and added mass terms
were included in an elegant coupled-phase formulatlon b7y Harker and Temple Coupled phase
effects were also treated by Evans and Attenborough in an extension to the work of Harker
and Temple to incorporate thermal conduction.

The absorptlon of sound in suspensions of irregular (nonspherical) particles was con-
sidered by Urick.! Expernnental and theoretical studies (extension of Urick’s model) on sound
absorption involving irregular particles were also considered by Richards et al.”

The particulate relaxation models for the sound attenuation are all based on Stokes
drag (linear drag law) and pure conduction limit (linear heat transfer). Recently the author®!
investigated sound attenuation in dilute suspensions and extended the theory of Temkin and
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Fig. 1. (Color online) Predicted absorption coefficient with nonlinear particle relaxation processes.
Dobbins'* by considering nonlinear drag and heat transfer laws applicable to relatively large-

sized droplets. The absorption coefficient per unit frequency predlcted by the nonlinear theory
is compared with that indicated by the theory of Temkin and Dobbins' in Fig. 1. In Fig. 1,

a=cya/(C,w) =floT,Pr,c,,/c)e. V), (2a)
where
T = d;pp/( 18u,) (2b)
and
C, = nomy/py. (2¢)

In the above, a is the attenuation per unit frequency per unit mass fraction, « is the amplitude
attenuation coefficient, ¢ is the speed of sound in the gas phase, w is the circular frequency, C,,
is the mass concentration, 7, is the dynamic relaxation time of the particle (relating to particle-
fluid velocity lag), ny is the mean number of particles per unit volume of mixture, m,, is the mass
of one particle, p, is the mean particle density, p, is the mean density of gas, 4, is the mean
dynamic viscosity of gas, and d,, is the particle diameter. Also the quantity Pr refers to Prandtl
number of the gas, ¢, is the specific heat of gas, ¢, is the specific heat of the particle, and y is
the isentropic exponent (specific-heat ratio). Note that a=«q;/2. The results shown i in Fig. 1
correspond to ¢,,,/c,,=4.17, Pr=0.71, and y=1.4 (representanve of water droplets in air'*). With
the aid of this nonlinear model the existence of the spectral peak in the linear absorption coefficient
a has been demonstrated.”’

Based on this extension, good agreement was achieved with the recent data of
Norum?” for sound attenuation in perfectly expanded supersonic jets containing suspended wa-
ter droplets, which reveal that the linear absorption coefficient displays a spectral peak (Fig. 2,
adapted from Ref. 21). The data correspond to hot supersonic jet of air from a convergent-

divergent nozzle operation at a jet total temperature 7,=867 K and a jet exit Mach number M;

6 measured from
\, Jet inlet axis

max

— 21
nonlinear theory
4 -=-= data (6 = 45 deg)
| == data (6 =90 deg)
.| —— data (0 =45 deg)

ol I

Fig. 2. (Color online) Comparison of the predictions for the linear absorption coefficient with test data of Norum
(Ref. 22).
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=1.45. The jet Mach number is defined as M;=u;,/ c;, where the subscript j refers to the nozzle exit
conditions. The mass flow rate (maximum considered) of water to that of the jet is about 0.85. The
angle 6 is measured from the jet inlet axis. In the data, water is injected at 45°.

Similar spectral peaks in the attenuation coefficient have been observed in the mea-
surements by Krothapalli et al.” for microjet injection of water into high speed exhaust jets.
Spectral peaks in the linear absorptlon coefficient in dilute suspensions were also noticed in the
experimental data of Richards et al. " covermg a frequency range 50—150 kHz.

In the preceding work by the author,?' results were presented only for sound attenua-
tion with nonlinear particle relaxation, and the effect of nonlinearity on the dispersion effects
was not considered. In practical applications such as combustion chamber instability (related to
liquid propellants or metallized solid propellants) and exhaust jets with injected water droplets,
in addition to sound attenuation (damping of pressure oscillations) the dispersion effects (phase
velocity changes) are also important from the standpoint of sound propagation. The present
work applies the nonlinear theory for the dispersion of sound in dilute suspensions and com-
pares the linear and nonlinear theories for sound dispersion.

2. Sound dispersion

The present analysis for sound dispersion is similar to that proposed by the author”' for sound
attenuation and will be briefly presented as below. Without any loss of generality, the dispersion
of sound for large particle Reynolds numbers with nonlinear particle relaxation may be ex-
pressed with the aid of Temkin and Dobbins'* results as follows:

[(9)2—1] Cpm—— —1)( ); (3)
| \e m_l—i-wd1 4 Cpg 1+ w7

In the above the quantity, 3 is the dimensionless dispersion coefficient, ¢ ¢, 1s the specific heat, ¢
is the actual speed of sound in two-phase medium (phase velocity), and vy is the isentropic
exponent (specific-heat ratio). The subscripts g and p, respectively, denote the gas and the par-
ticle.

o )]

The relaxation times 7, and 7,; correspond to those under nonlinear drag conditions
(generally representative of large-sized particles). Physically the dynamic relaxation time 7 is
ameasure of the time scale in which the particles follow (respond to) the fluctuations in the fluid
motion.? Likewise, the thermal relaxation time 7;; s a measure of the thermal response time of
the particles to follow the fluctuations in the temperature of the fluid. They are related to the
relaxation times 7, and 7, by the relations®!

a1 = Tah(Re,), 7= 10(Re,,Pr), (4a)
where
wl (Rep) = CDI/CDs l/’Z(Rep,Pr) = Nul/Nua (4b)

with Cp; standing for the nonlinear drag coefficient and Nu; for the nonlinear heat transfer (Nus-
selt number). In the above, the quantity 7, is given by Eq. (2b), and

2
o MyCpp _ Prc,.dp, _ (E)(E’-’B>Pr . (4¢)
C2mdk,  12uc,,  \2/\c,)

Also the particle Reynolds number Re, is defined by
Rep=pg|ug*up|dp/ug, (4d)

where u, and u,, denote the velocity of the gas and the particle, respectively. Also the quantity
Pr=c, 411,/ ky stands for the Prandtl number of gas, where k, stands for the thermal conductivity of
the gas.

The drag coefficient and the Nusselt number in Eq. (4b) are defined by
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e _ Temkin & Dobbins
present theory (nonlinear)

Fig. 3. (Color online) Comparison of the predictions for the dispersion coefficient between the linear and nonlinear
theories for particle relaxation.

Cp=2F, / ( pg—df, g), Nu=hyd/k,, (5)
where F), is the particle drag force, and 4, is the gas-droplet convective heat transfer coefficient.

For rigid particles, the linear droplet drag and heat transfer are, respectively, obtained from
F,=6mu,(u, —u,), (6a)

0,=2md ky(T,—T,), (6b)

which correspond to the zero droplet Reynolds number limit (Re,— 0). According to Temkin
and Dobbins,'* Stokes linear drag law can be justified for 0 = w7,~ 1, provided that p,/ p, <1 and
(wd,/8v,) 2 <1.

The expressions for ¢, and i, have been taken as”’

6
Re,))=1+ ——+04 7
hi(Re;) 24<l+\Re ) (7
¥(Re,,Pr) =Nu;/Nu=1+0.3 Rey” Pro%, (8)

Equation (7) is obtained from Ref. 24, and Eq. (8) is based on Ref. 25.

The determination of particle Reynolds number required in the evaluation of the func-
tions ¢ and ¢, in Egs. (7) and (8), respectively, is exceedingly complex. There exists relatively
little information on the dependence of particle Reynolds number on the particle characteristics
in two-phase flows. In this connection the author’ postulated that the particle Reynolds number
depends only on the particle relaxation time and is independent of the particle to fluid density
ratio for large particle to fluid density ratio, and the following power law relation is proposed
based on the work of Ref. 26:

Re, =floT,) = cloty)?. 9

The adjustable constant ¢ is determined from a correlation of the theory with the test data. A
value of ¢=10 was found to be satisfactory based on the data of Norum®' for water droplets in a
supersonic air jet (Fig. 2).

3. Results and comparison

Figure 3 illustrates a comparison of the predictions for the dispersion coefficient between the
linear and nonlinear theories for particle relaxation. The results are shown for cpp/ Cpg=4.17,
Pr=0.71, and y=1.4 (representative of water droplets in air' ) The contributions of viscosity and

the thermal conductivity along with their combined effect on the dispersion coefficient are shown for
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Fig. 4. (Color online) Variation in dispersion coefficient with frequency for various values of particle relaxation time.

both linear and nonlinear relaxations. It is seen that the nonlinear effects become important for
w7,;>>0.2 (where heat conduction effects become important). With regard to the viscous contribu-
tion, nonlinearities are manifested for somewhat higher values of w7, in excess of about 0.4. The
results also suggest that the nonlinear effect is more significant in the viscous contribution relative to
that of thermal conduction. With nonlinear particle relaxation, the total dispersion coefficient ap-
proaches zero for smaller values of w7, than those in the case of linear relaxation.

The predictions for the dependence of the dispersion coefficient (yielding the phase
velocity ¢) on the frequency for various values of the dynamic relaxation time 7, is presented in
Fig. 4. For example, the dynamic relaxation time 7, for silica particles in air is about 10~ s for
a5 um particle and about 10™" s fora 50 um particle.8 On the other hand, the thermal relaxation
times for particles in air are about 5 X 10™* s fora5 um particle and about 5 X 1072 s fora50 um
particle. For comparison purposes, the molecular and thermal relaxation time scales are of the order
of 10710 s for gases. The results suggest that as the particle relaxation time increases, the dispersion
curve is shifted to lower frequencies, as is to be expected.

It is believed the nonlinear particle relaxation effects on sound attenuation and disper-
sion will be of interest in the prediction of jet noise reduction by water injection.zL29

4. Conclusion

The theory of nonlinear particle relaxation proposed previously for sound attenuation in dilute
suspensions has been extended to investigate the effect of nonlinearity on sound dispersion. The
results reveal that significant nonlinear effects are noticed at relatively large particle relaxation
times. It is also observed that the nonlinear effect on dispersion due to viscous contribution is
larger relative to that of thermal conduction.
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A mathematical development is given for the generation of viscoelastic waves by an impulsive line
source acting on the interface of a viscoelastic half space, where the viscoelasticity is characterized
by two relaxation processes. The considered idealized viscoelastic medium is isotropic and
characterized by two Lamé constants appropriate for low frequencies, by their increments associated
with the shift from low to high frequencies, and by separate relation times associated with each of
the Lamé constants. A causal solution is developed using integral transforms and an extension of
Cagniard’s method © 2010 Acoustical Society of America. [DOL: 10.1121/1.3290981]

PACS number(s): 43.35.Mr, 43.20.Bi, 43.20.Px [WMC]

I. INTRODUCTION

The viscoelastic Lamb problem is solved by means of a
natural extension of the method we used to solve one-wave
propagation problem,l which is based on the works of Lud-
vig and Levin® and the approach initiated by Strick.?

Lamb originally solved the homogeneous isotropic elas-
tic half space problem for an impulse normal load acting on
the free surface in order to analyze the Rayleigh wave con-
tribution to the displacement field, i.e., the famous well-
known surface wave in seismology theoretically predicted by
Rayleigh in the framework of elastodynamics. Lamb’s prob-
lem now refers to general source/medium geometries with a
single interface and the main interest is the exact calculation
in the time domain of waves emanating from an impulsive
line or point source.

For ultrasonic or seismic waves, “friction” refers to the
overall sum of all mechanisms responsible for the lost of
elastic potential energy. We restrain our self to the losses due
to viscosity because of the existence of a well-known math-
ematical procedure that conserves the causal aspect from the
elastic to the viscoelastic problem, i.e., the so-called vis-
coelastic correspondence principle. Thus, consider the me-
dium of propagation as a viscoelastic homogeneous con-
tinuum, and the problem is formulated in the framework of
linear continuum mechanics in Eulerian representation. For
the sake of simplicity and without lost of generality, we con-
sider a two-dimensional problem instead of a three-
dimensional one, i.e., the homogeneous isotropic viscoelastic
half space problem for an infinite impulse normal line load
acting on the free surface.

“Electronic mail: moura@uni-heidelberg.de
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Il. PROBLEM FORMULATION

Let us consider a viscoelastic homogeneous half space V
to the sense of the continuum mechanics. The outer of the
half space is supposed to be occupied by vacuum. Hence
waves can only propagate in the half space. In order to write
the boundary conditions, the points of the space are repre-
sented in a Cartesian coordinate system (Oxyz) with the
Oxy-plane defining the free surface S and the Oz-axis ori-
ented toward the interior of V. Application of an infinite spa-
tially uniform line load over the free surface renders the
problem two dimensional, and for the sake of simplicity and
without lost of generality, one will orient it along the
Oy-axis. Moreover, because of the problem symmetry with
respect to the Oz-axis, only positive values of x are consid-
ered.

The elastic properties are defined by the Lamé constants
N\o and g, and the related relaxation functions for the special
case of linear viscoelastic solid write, respectively,4

Ao
A7) = ey (N +N\gexp(-1/7)) and
Mo
(1) = (21 + o exp(=t/wp)), (1)
Mo+

where N, (w,), A\; (&1), and 7, (w,) are constants, with the
first corresponding to the Lamé elastic constant and the last
to the relaxation time with #, the time. The dilatational and
shear elastic wave velocities then become

ca=V(No+2u0)/p and  c;=\pup, (2)
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respectively, with p, the mass density, from which the veloci-
ties are deduced from the two following wave equations in
the elastic case:

1 1
Tug+ o= Sdue and G+ =500, ()
d K
where ¢ and ¢ are the scalar potential and the nonvanishing
component of the vector potential, respectively, and the op-
erator @ denotes the derivative. For instance, &2, means the

second-order spatial derivative with respect to x.

Because we restrain our self to the sake of the Green’s
function, one considers an impulsive load, and writes both
the source and the boundary-initial conditions on S together
as follows:

N (T + T.@) + 2u(D) (T + o) = — FO(1) 8(x),
(4)

200+ - =0, (5)

XX

where 6 denotes the Dirac delta function, the asterisk repre-
sents the time convolution, and the constant F represents a
force per unit length. Additionally, we impose the following
radiation conditions in order to work only with bounded
physical functions:

lim ¢(x,z,0) = lim (x,z,t) =0. (6)

7400 z—+%

lll. APPLICATION OF SPECIAL INTEGRAL
TRANSFORMS

The method we used to solve the one-wave propagation
problem is totally transposable, and the only main originality
here is to apply two different two-sided spatial Laplace trans-
forms on the variable x whether ¢ or ¢ is considered. The
overbar and the tilde refer to ¢ and ¢, respectively. Hence, to
be concise, many intermediary calculations and mathemati-
cal aspects of the presentation will be omitted. Thus, let us
define the one-sided Laplace transforms with respect to time
as

+00
¢(X,Z,s)=f o(x,z,t)exp(— st)dt,
0

+o0
Plx,z,5) = f i(x,z, t)exp(= st)dt, )
0
the double-sided Laplace transforms

5(p,z,s)=f o(x,z,5)exp(f(s)px)dx,

A +* _

W(p.z,s) = f i(x,z,s)exp(g(s)px)dx, (8)
and use the following viscoelastic correspondences:

Mo SN(s),  p, < sjals), )
where
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- \ N N
x(s)=—"(—‘+—"),
N+N\s  s+1/7,

Mo (ﬂ_'_ o >, (10)

Mo+ \s  s+1l/o,

als) =

are the time Laplace transforms of the relaxation functions,
with

f)= A fset 2 |
N(s) +2u(s) N(s) +2u(s)
g(s)=cx\/%, (11)

then we seek for two unknown functions A(p,s) and B(p,s)
such that

3(p.2.5) = A(p.s)exp(— f(s) n2).

Wp.z.5) = B(p.s)exp(= g(s) m,2). (12)

) —
ma=Nci=p?  mo=\1l/el=p? (13)

Note that although at this step the dual variables s and p can
be considered as real numbers, the functions f, g, 7,, and 7
can be complex valued; thus, in order to both verify Eq. (6)
and uniquely define the square root function, we choose the
branch cut along the negative real axis of the complex plane,
for instance, ) —%,—1/c ] and ) —,—1/c¢,] for 5, and 7,
respectively, in the complex p-plane. The real and imaginary
parts of complex number will be noted Im and Re, respec-
tively.

Now, because j(p,s) and B(p,s) must verify the
boundary-initial conditions (4) and (5), we obtain the follow-
ing system:

( Zhs) 2p~ | £(s) p1,8(s) Fos)
—2pnaf(s) (g—zﬁ)gw B(p.s)
_
= uls) |, (14)
0

where the Dirac delta function is defined either from the first
or the second following double equality:

o0 =22 [ exp (- fsypod
= ? o exp(— g(s)px)dx, (15)
LT J _jcotq

depending on whether we extract X(p,s) or B(p,s), respec-
tively, in Eq. (14), where a is a positive real number, and i
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denotes the unit complex number. The potentials can be writ-

ten as
+ioo+a 1 1 J+ioo+b 1/C2 _ 2p2
13 — _— 1)d. g S
(P(x © ) 2”7 —i%+a Iu“(s)exp(S) S2”T io+h R(p,S)
Xexp(= f(s)(n,z + px))dp, (16)
+i%+a +i%o+b
2paq
x,z,1) = exp(st)ds— B L
2 1T J _jcora IL’L(S) 2im —i%+b R(PJ)
Xexp(- g(s)(n,z+ px))dp, (17)

where b is a real number belonging to the strip of conver-
gence defined by —1/c¢;<Re(s)<1/c,;, whereas k and the
Rayleigh function R write

o) NOH2E) ( ), )( il _2p2>
Als) %
+47m0°, (18)

respectively. First, given that s is initially considered to be a
positive real number, the inner integrals in Egs. (16) and (17)
are performed via the well-known Cagniard change in vari-
able. Second, the outer integrals on s are performed in the
complex s-plane along appropriate Bromwich’s path by ana-
lytical continuation.” These two integrations are thoroughly
described in our previous publication on one-wave propaga-
tion problem,1 and the calculations are not repeated here.
Particularly, it is expedient to show that the branch points,

1 1
s0=0, Sa, =~ To’ SaysSapSh, == wo,
1
Sp :—L_, (19)
2
Mo+ Hy ©

are not essential singularities, which verify with, for in-
stance, w,> 7,

Sa, < Say < Sp, < Say < Sp, < Sos (20)

where s, and s,, are the two negative real solutions of the
following quadratic equation:

A(s) +27a(s) = 0. (21)

Moreover the Rayleigh pole location on the complex p-plane
depends on the function «(s) but is still located on the posi-
tive real axis as s is initially assumed to be a positive real
number. In order to shorter the presentation, the displace-
ment on the free surface for which the Rayleigh pole contri-
bution is involved is not discussed here. We will deal only
with an arbitrary point in the interior of the half space.

IV. PROBLEM SOLUTION
After the Cagniard changes in variables,’
nizt+px=7 and mnz+px=7, (22)

the inner integrals in Eqs. (16) and (17) are integrated along
the Cagniard contours p(7) parametrized with the positive
real variable 7. This procedure is now well known for solv-
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ing the corresponding elastic solution.”® The outer integrals
in Egs. (16) and (17) are performed by analytical continua-
tion around the branch cuts located on the real axis of the
complex s-plane [s, ,s,,]1U[s; .s,,] and [s; .s;,]. respec-
tively. The final result for the interior points, z>0, repaired
in polar coordinates (r, 6), is concisely summarized as fol-
lows:

ol.2.t) = Hl - 1)~ f L f Im a(pd(f))d” o )}

772 sel ILL(S) dr

Xcos(f(s)(t— 7))dr, (23)

lﬁ(x,z,t)=H(t—ts)§f %dsf Im /3( (7)) ——
seJ tg

Xcos(g(s)(t—7)dT+ H(t —t,)H(6

dm(r) ]

dpds( ):|
-0 ds| Im 5
)WZJ;EJ (s) f {B(pd( 7
Xcos(g(s)(r—7))dr, (24)
where
I=[s, +ie,s,, +ie]Ul[s;, +ie,s, +iel,
J= [sbl +ie,s;, + ie], (g—0%), (25)
1/¢?=2p? 2P
alp)=———, Blp)= (26)
R(p.s) R(p,s)’
p(7) = 7ir sin O+ i[(cym/r)* = 1]1"%cos 6, (27)
po(7) =cymirsin 0+ ik (c,7/r)* — 1]1"%cos 6, (28)
pas(7) = cy7lr sin O+ ik[1 — (c,7/r)*]"*cos 6,

(k = Cd/cs) > (29)
r=\x’+z%, O=arctan(x/z), 6 e [0,7/2], (30)
ty=rlcy, ty=rlc,, ty=rlc[sin @+ Vk*—1 cos 6],

60, = arcsin(1/k), (31)

where H denotes the unit step function, ¢4, t,, and ¢,; denote
the travel times of the dilatational, shear, and head waves,
respectively. Note briefly that the second term in Eq. (24)
identifies the head wave, as the contour p,(7) intercepts the
branch cut on the real p-axis, [1/¢g,+%° ( , for 6> ..

V. CONCLUSION

A full resolution of the viscoelastic half space Lamb
problem was proposed from an extension of Cagniard’s
method. More generally, the developed method of resolution
can be the basis for natural extension from elastodynamics to
viscoelastodynamics of numerous existing analytical prob-
lem solutions. This extension can help the acoustician to a
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better understanding of the wave conversion at an interface

in presence of dispersion via the generation of the head
wave.
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Observation of energy cascade creating periodic shock waves in

a resonator (L)
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Nonlinear excitation of periodic shock waves in high-amplitude standing waves was studied from
measurements of the acoustic intensity. A gas column of atmospheric air in a cylindrical resonator
was driven sinusoidally by an oscillating piston at the fundamental resonance frequency. Acoustic
pressure and axial acoustic particle velocity were simultaneously measured and decomposed into the
Fourier components, from which the intensity associated with each of the oscillating modes in the
resonator was determined. This letter reports the energy cascade from the driven mode to the second

harmonic in the periodic shock waves in the resonator.

© 2010 Acoustical Society of America. [DOI: 10.1121/1.3291029]

PACS number(s): 43.25.Cb, 43.35.Ud [RR]

When a gas column in an acoustic resonator of finite Q
value is periodically perturbed by a piston oscillating at fre-
quencies away from the resonance frequencies, the gas oscil-
lations are continuous. But as the driving frequency ap-
proaches the fundamental resonance frequency, nonlinear
effects in gas dynamics give rise to periodic shock waves.'™
Notably in the long history of the study of this problem,6 a
great contribution has been made by Chester.' He derived a
nonlinear differential-integral equation to solve the problem
to second order from basic equations of hydrodynamics and
succeeded in obtaining either continuous or discontinuous
solutions depending on the frequency. The temporal wave-
form predicted by his solution was experimentally verified
by Cruikshank® through measurements of the acoustic pres-
sure at the rigid end of the resonator.

Wave distortion in the time domain is thought of as gen-
eration of harmonic oscillations in the frequency domain.
The idea of energy cascade presented by Coppens and
Sanders’ explains the successive energy transfer from the
driven mode to the higher harmonics in finite-amplitude
standing waves, which led to development of the novel
methods for suppressing shock waves. Lawrenson et al®
achieved a very high-amplitude shock-free oscillation using
a dissonant resonator in which the overtones are not integer
multiples of the fundamental frequency.9 Sugimoto et al.'oM
made use of wave dispersion caused by an array of Helm-
holtz resonators and successfully created a solitary sound
wave instead of the shock wave. These methods play impor-
tant roles in upgrading the performance of acoustic compres-
sors and thermoacoustic heat engines since excitation of the
harmonics limits the attainable acoustic pressure to about
10% of the filling pressulre.12 Although techniques have been
found for inhibiting shock formation, little experimental at-
tention has been directed to the question of how the acoustic
energy is pumped up from the fundamental mode to the har-
monics.
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In order to answer this question, we focus on the acous-
tic intensity / of the gas column. Measurements of / have
become possible recently through the simultaneous measure-
ments of acoustic pressure P and axial acoustic particle ve-
locity U (Ref. 13) and have been applied to the study of
spontaneous gas oscillations in thermoacoustic systems.m"5
The observation of the positive work source gave clear ex-
perimental insight into the generation of sound by heat.'"
We apply this method to the problem of nonlinear acoustic
gas oscillation and observe how harmonics are generated.
This paper documents the energy cascade which creates the
shock wave in the resonator.

Acoustic intensity / represents the time-averaged acous-
tic power flux per unit cross-sectional area and is given by

I=(PV), (1)

where V is the cross-sectional average of U, and angular
brackets represent the time average. The work source

w=div [ (2)

is equivalent to the time-averaged acoustic power production
per unit volume. For a resonator closed at one end and driven
by an acoustic driver at the other end, I flows down the
resonator and its magnitude monotonically decreases to zero
at the closed end. The negative w in this case means the rate
of acoustic power dissipation, whereas a positive w repre-
sents acoustic power production.l(’"19 Within the framework
of linear acoustic theory, w is accounted for by surface at-
tenuations at the tube wall due to viscosity and thermal con-
ductivity of the gas and can be evaluated if the acoustic
amplitude is given, as we will show later. We confirmed that
the experimental w agreed with the theoretical one within the
experimental error when the acoustic pressure was below 1%
of the mean pressure.20 Thus, a theoretical w given from the
acoustic amplitude can serve as a good measure of acoustic
power dissipation caused through a linear damping mecha-
nism.
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pressure transducer
LDV =

photomultiplier
0.5+

piston

FIG. 1. Experimental setup. The oscillating piston at the bottom of the
resonator was driven by a scotch yoke mechanism shown in the inset. Axial
coordinate X was normalized with respect to the resonator length L. Pressure
and velocity were measured at evenly spaced positions along X.

A schematic illustration of the experimental setup is
shown in Fig. 1. Air at atmospheric pressure was confined in
a cylindrical glass tube of length L=1.15 m and internal
radius ry=10.5 mm. One end of the tube was closed by a
rigid plate, while the other was connected to a piston unit
having a constant displacement amplitude &,=0.7 mm. The
unit employs a scotch yoke mechanism which ensures the
piston’s pure sinusoidal motion, as noted by Merkli and
Thomann.”' Thus, our acoustic driver excites only the funda-
mental oscillation and has no direct connection to the gen-
eration of harmonic oscillations. Before measurements of the
acoustic intensity /, the shock region was confirmed from
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o
@
a - X=0.52
&
10 kPa
I N T B
0 4 8 12
t (ms)

observation of the acoustic pressure at the closed end when
the operating frequency of the piston was changed. It was
found that the shock appeared in the region from 142 to 147
Hz, which coi